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We propose TRAMBA, a hybrid transformer and Mamba architecture for acoustic and bone conduction speech enhancement,
suitable for mobile and wearable platforms. Bone conduction speech enhancement has been impractical to adopt in mobile
and wearable platforms for several reasons: (i) data collection is labor-intensive, resulting in scarcity; (ii) there exists a
performance gap between state-of-art models with memory footprints of hundreds of MBs and methods better suited for
resource-constrained systems. To adapt TRAMBA to vibration-based sensing modalities, we pre-train TRAMBA with audio
speech datasets that are widely available. Then, users fine-tune with a small amount of bone conduction data. TRAMBA
outperforms state-of-art GANs by up to 7.3% in Perceptual Evaluation of Speech Quality (PESQ) and 1.8% in Short-Time
Objective Intelligibility (STOI), with an order of magnitude smaller memory footprint and an inference speed up of up to 465
times. We integrate TRAMBA into real systems and show that TRAMBA (i) improves battery life of wearables by up to 160%
by requiring less data sampling and transmission; (ii) generates higher quality voice in noisy environments than over-the-air
speech; (iii) requires a memory footprint of less than 20.0 MB.
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1 INTRODUCTION

Wearables have revolutionized the way we interact with technology and have enabled continuous and real-time
monitoring of our health and wellness. Since the early 2000s, wearables have continued to play an increasingly
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important role in our lives. The wearables market is expected to grow from 70 billion USD in 2023 to 230 billion
USD by 2032 [39]. Head-worn wearables, including earphones and glasses, continue to be one of the fastest
growing segments (71 billion USD in 2023 to 172 billion USD by 2030 [13, 14]). This market has been spurred on,
in part, by the increasing importance and prevalence of earables, augmented reality (AR), and virtual reality (VR).

One unique signal that can only be sensed by wearables near or directly on the head is speech. Traditionally,
speech is captured by over-the-air (OTA) microphones that convert variations in air pressure into an electrical
signal, which can be used for a variety of important applications (e.g., phone conversations and voice commands).
OTA microphones are commonly found on earbuds or headphones and are generally positioned near the user’s
mouth. However, OTA microphones easily pick up background sounds, especially in noisier environments, which
can degrade speech quality.

To solve this problem, there have been many works that explore denoising, sound source separation, and
speech enhancement methods to separate speech from background noise [23, 36, 37, 44, 49, 55]. However, this
approach is challenging because 1) the model is “blind” to the types of background noises that may occur. There
could be any number of different sounds, or even another person’s speech, that the model needs to account for
without prior knowledge, while preserving the wearer’s speech. 2) It is not uncommon to be in areas where
background noise can easily interfere and overpower the user’s speech (e.g., a busy cafeteria or construction),
which makes speech extraction and enhancement extremely difficult.

Unlike OTA microphones, bone conduction microphones (BCM) are placed in direct contact with the head.
BCMs are sensitive to vibrations produced by the skin and skull as the person speaks and are not sensitive to
changes in air pressure, making them naturally robust against ambient noise. Other sensors that can measure
vibration and forces of motion, such as accelerometers (ACCEL), have shown sensing capabilities of speech at lower
fidelities [20, 31] and of general facial movements for other important applications, such as authentication [52].
Bone conduction sensing methods are naturally not sensitive to ambient background noises compared to OTA
microphones. However, vibration-based acoustic modalities see severe attenuation at higher frequencies, which
significantly degrades intelligibility and speech quality.

There are generally two subproblems in speech enhancement: noise reduction and quality improvement. Noise
reduction generally focuses on removing noises from external sources (e.g., source separation [55]), while quality
improvement generally focuses on making frequencies and other aspects of speech more pronounced (e.g., super
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resolution [38]). Because vibration-based modalities are naturally insensitive to ambient noises, this work focuses
on speech super resolution for bone-conduction modalities, namely BCMs and ACCELs.

BCMs are commonly used in commercial and consumer products, such as bone conduction headsets, sports and
outdoor equipment, or medical devices like hearing aids, to allow voice communication in noisy environments.
ACCELs are much more commonly seen than BCMs due to their prevalence as motion trackers in a wide range
of wearables, such as smartwatches and fitness trackers. While their primary use is not as a microphone because
they are less sensitive to bone-conduction voice, ACCELs are much more widespread and possess the capability
to sense voice that we also consider them in this work.

There are several works that explore vibration and bone-conduction super resolution methods to reconstruct
higher frequencies and improve speech quality [20, 30], but do not consider practical aspects for real-time mobile,
wearable, and earable systems, as detailed below:

(1) Heavy Processing: State-of-art speech super resolution models, namely generative adversarial networks
(GANS), require at least tens of millions of parameters (several hundred MB). This makes loading, running,
and finetuning the model less practical.

(2) Performance Gap: Methods with smaller memory footprints that target mobile platforms with less
computational resources (e.g., many U-Net architectures [30, 33]) see a large gap in performance compared
to top performing models, which TRAMBA addresses.

(3) Lack of data: Training a super resolution model for vibration-based sensors requires paired vibration
(BCM or ACCEL) and OTA microphone data that captures the higher frequencies. There is a dearth of
this data publicly available. Additionally, collecting this data is very labor intensive because it requires
building a device that records both BCM/ACCEL data synced with a microphone that captures the higher
frequencies. (i) Most super resolution works focus on OTA microphones, where low-fidelity signals can be
generated simply by low pass filtering clean speech, for which there are many datasets for. Applying a
model trained on such a dataset performs poorly on speech captured by vibration-based sensors. (ii) Other
works that focus on bone-conduction settings make commendable efforts to painstakingly collect data
from a limited set of volunteers or artificially generate data from clean speech audio. Training a model with
limited real samples does not generalize well. We demonstrate both of these shortcomings in Section 5.

(4) System Optimization: Considerations such as sampling rate and where to perform computation can have
significant impact on inference time and battery life of the wearable.

Leveraging recent advances in attention and state space models, we propose TRAMBA, a hybrid transformer
and Mamba-based model for acoustic speech enhancement and super resolution. TRAMBA outperforms state-of-
art GANs by up to 7.3% in PESQ and 1.8% in STOI, with an order of magnitude smaller memory footprint and an
inference speed up of up to 465 times. Compared to state-of-art methods, namely GANs, TRAMBA only requires
5.2 million parameters, compared to a minimum of tens of billions of parameters. This yields a model size in the
order of MBs compared to hundreds of MBs or more when implemented on a mobile phone. Figure 1 highlights
the advantages of TRAMBA compared to OTA methods.

To adapt TRAMBA to bone conduction sensing modalities, we first pre-train TRAMBA for super resolution on
speech collected from OTA microphones, before fine-tuning the model with a small amount of data collected
from the user. Building the model in this way allows us to take advantage of the vast amount of standard audio
datasets that are publicly available, instead of relying on a large amount of paired audio and vibration data, which
is both scarcely available and labor intensive to collect. In real systems, this data collection can occur only one
time upon box opening. We show that TRAMBA outperforms state-of-art speech enhancement GANs on BCMs
and accelerometers across different users and placements on the face by up to 5.9% for PESQ, 1.8% for STOI, while
requiring almost 20 times less time to fine-tune on only 15 minutes of data collected from an individual. The
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amount of data required is lower, if not on-par, with other voice generation applications that need to collect voice
samples from users, such as Apple’s public offering [4].

We incorporate TRAMBA into an end-to-end wearable and mobile platform and demonstrate, through user
studies, that TRAMBA improves word error rate by up to 75% in noisy environments compared to approaches that
aim to suppress noise in OTA speech. Additionally, we demonstrate that the lack of high-frequency components
in bone conduction-based sensing modalities allows us to significantly reduce both the sampling rate of the
sensor and the transmission rate, which can improve the battery life of wearables by up to 160%.

This work introduces a novel speech enhancement method that outperforms existing state-of-art methods,
with a memory footprint that is orders of magnitude smaller. To the best of our knowledge, this is also the first
work that reconstructs intelligible speech using only a single wearable accelerometer. Our contributions are
summarized as follows:

e We propose TRAMBA, a hybrid transformer and Mamba-based architecture for speech super resolution.
We demonstrate that TRAMBA outperforms existing state-of-art super resolution methods (U-Net and
GAN architectures) by up to 109.1% on standard intelligibility and quality metrics, with a model size 5.2
million parameters, compared to state-of-art GANSs that require at least tens of millions of parameters.

o We demonstrate that TRAMBA is generalizable to multiple acoustic modalities, including over-the-air
microphones and bone/vibration-based modalities (BCMs and accelerometers). To adapt TRAMBA to
contact and vibration-based sensing modalities, we fine-tune TRAMBA with only 15 minutes of labeled
data collected from the user and demonstrate up to 92.7% improvements across a variety of different sensor
placements, compared to the state-of-art. This work is also the first to sense intelligible speech using only
a single head-worn accelerometer.

o We integrate TRAMBA into a wearable and mobile platform to demonstrate real-time speech super resolu-
tion and more than a 50% reduction in power consumption from sampling and data transmission. Through
user studies, we show that vibration-based sensing modalities enhanced by TRAMBA generate significantly
higher quality speech, with less interference from background noise, than systems that leverage over-the-air
microphones with noise reduction algorithms to remove background sounds.

e We open-source all our code, designs, and example clips: https://imec-northwestern.github.io/TRAMBAPage/.

2 RELATED WORKS
2.1 Audio Super Resolution

Audio super-resolution, also known as bandwidth expansion, refers to the restoration of high resolution signals
from low resolution signals. Specifically, it employs the low frequency components of the low resolution signal
to predict and generate the high-frequency components of the signal to improve quality and generate high-
resolution audio. Deep learning has shown great promise for audio super-resolution and speech enhancement.
U-Net architectures [34] are one of the most common types of deep learning architectures for audio and speech
super resolution, which generally consist of a series of “contracting” layers to learn latent features that could be
represented with lower dimensionality than speech signals. Then, a series of “expanding” layers upsample the
embeddings to the final high resolution audio signal, producing high resolution speech. This type of architecture
has shown good performance because speech is very structured, with high energy concentrated around specific
frequency bands depending on the user’s voice and what is spoken.

Kuleshov et al. proposed Audio-UNet [27], the first architecture employing convolutional networks for audio
super-resolution tasks. Birnbaum et al. integrated Feature-wise Linear Modulation (FiLM) [46] with Audio-UNet,
resulting in the Temporal FILM (TFiLM) [5], which significantly improved the performance of Audio-UNet. Rako-
tonirina incorporated recurrent neural networks (RNNs) with self-attention [48] to further enhance perceptual
quality. Other works leverage frequency domain representations as input, such as the three-layer fully connected
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network proposed by [28]. To take advantage of the strengths of both time-domain and frequency-domain
processing, several works propose multi-pathway architectures to process both representations simultaneously,
such as TFNet [32].

Generative adversarial networks (GANs), such as Seanet [29], EBEN [19], and Aero [38], have recently shown
exceptional performance in generating high quality and natural sounding speech from low resolution audio. How-
ever, GANs typically employ both a generator and discriminator network, which often exhibits high complexity
with numerous associated parameters (on order of tens of billions or more) and long training and fine-tuning
times (on order of days to weeks). For these reasons GANs are difficult to incorporate practically into mobile and
wearable systems where memory is constrained and real-timeliness is valued.

All of the works mentioned above focus on over-the-air audio super resolution. For speech collected by OTA
microphones, it is common for ambient noises to pollute and interfere, often reducing its quality and intelligibility.
Moreover, low resolution signals used to train these methods are often generated through low pass filtering
clean high resolution speech, before downsampling or decimating. Signals generated in this way are easier for
the model to learn because aliasing can be avoided. However, this still requires the system to sample at high
frequency. A system looking to leverage the benefits of low resolution signals by reducing the sampling rate to
lower power consumption, cannot take advantage of this scheme.

2.2 Multi-modal and Vibration-based Speech Enhancement

Speech enhancement aims to restore high quality speech from degraded speech signals that is often contaminated
by noise, echoes, or other interference. The primary objective of speech enhancement is to improve speech clarity,
intelligibility, and user satisfaction. Speech super resolution, which aims to reconstruct high frequency formants
of a person’s voice to improve audio quality, is often viewed as a class of speech enhancement. For OTA audio,
ambient background noises can often be heard on the microphone. Another line of speech enhancement focuses
on denoising or sound source separation to remove background sounds with minimal impact to the sound quality
of the target sound (7, 22, 35-37, 49, 57-60]. Other works, combine information from multiple sensing modalities,
such as a camera or ultrasonic sensors, to extract higher quality speech [11, 21, 42, 63].

Head-worn bone conduction and vibration-based sensors, such as accelerometers, IMUs, and BCMs, are
naturally insensitive to sounds propagating over-the-air. However, high frequency speech components attenuate
much more severely through a user’s bone and skin than over-the-air. As such, speech enhancement for vibration-
based acoustic modalities primarily consists of estimating high frequency formants of speech. Recent works have
employed noise-free, but low resolution, speech information from bone conduction sensors or accelerometers in
conjunction with high resolution signals from OTA microphones, that may experience interference from ambient
sounds, to extract speech and remove background noises. [20] leverages bone conduction sensors to enhance
high resolution signals from OTA microphones, while [56] leverages an IMU to do the same. This work leverages
vibration-based sensing modalities, that naturally attenuate background noise, to enhance speech, and focuses on
generating and enhancing speech with only a single speech sensing modality at a time.

There are several works that explore generating high quality speech signals using only vibration-based sensors
on mobile and wearable platforms [20, 30, 41]. However, there is a large performance gap between the methods
proposed for these platforms (encoder-decoder or U-Net architectures) and state-of-art GANs, which are not as
practical to deploy on mobile and wearable platforms. TRAMBA addresses this performance gap.

3 AUDIO SUPER RESOLUTION ARCHITECTURE DESIGN
3.1 Opportunities and Challenges

Figure 2 compares the performance and efficiency between TRAMBA and six different state-of-art audio super
resolution methods, which can broadly be categorized into two approaches: 1) U-Net models and 2) GAN models.
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Fig. 2. Comparison of performance (PESQ and STOI) vs efficiency (memory footprint, fine-tuning time, inference time) of
TRAMBA and state-of-art audio super resolution methods.

U-Net models consist of contracting layers, typically containing convolutional layers, that compress the input
into a lower dimensional latent space before expanding back out. This allows the network to learn important low
dimensional features common across all training samples to generate higher frequency content in the expansive
layers. GANs consist of a generator network that attempts to learn and generate audio waveforms that are
indistinguishable from real data by a discriminator network. From Figure 2, we see several trends and challenges
impeding practical adoption of speech super resolution for bone conduction sensors, which TRAMBA addresses.

3.1.1 Heavy Performance and Performance Gap. The general trend is that the best performing models (typically
GANSs) require orders of magnitude more memory (tens of billions vs. billions of parameters and hundreds of MBs
vs MBs), inference time (hundreds of ms vs. ms), training time (days or weeks vs. minutes), and fine-tuning time
than U-Net architectures. However, pure U-Net architectures that are more amenable to resource constrained
mobile and wearable platforms see significantly worse performance (PESQ and STOI in Figure 2).

3.1.2  Data Scarcity. Training TRAMBA or any bone conduction-based super resolution method requires inputs
collected from the BCM or accelerometer, paired with speech collected from OTA microphones that can capture
higher frequency formants and act as ground truth. This paired data is not readily available, unlike pure speech
or audio collected that can be collected with only a single microphone. Many works that specifically focus
on speech enhancement for bone conduction or vibration-based microphones make commendable efforts to
collect some amount of data from several volunteers to train/test models [30], which is hardly enough to train a
generalizable model. Other works artificially simulate bone conduction microphones and learn transformations
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Fig. 3. Comparison of OTA microphone, BCM, and accelerometer recorded audio under different sampling and filtering
schemes. In the low pass filter + decimate scenario, a 100 order Butterworth filter with a 2kHz cut-off frequency was applied.

to convert large datasets of audio collected by OTA microphones into signals that you might observe on an IMU
or BCM [20], which is used to train the model. However, such methods need to be carefully tuned to generate
data that appropriately captures the characteristics of signal observed by an ACCEL or BCM at different sensor
locations and different people. Methods trained in this way have difficulty generalizing to new users and sensor
placements.

On the other hand, works that focus on over-the-air audio super resolution can train only on standard speech
and audio datasets [19]. These works can easily generate realistic inputs by manually attenuating higher frequency
components by applying low pass filters, allowing them to take advantage of the vast amount of publicly available
audio. We find that directly applying models trained in this way on OTA speech signals produces poor super
resolution results (Section 5.3.6).

3.1.3  System Design Opportunities. There are several system design opportunities that we explore, while inte-
grating TRAMBA into a mobile and wearable platform.

Real-Timeliness. The right column of Figure 2 shows the performance of each method vs. the inference time
on a 512ms window on an NVIDIA L40 graphics processing unit (GPU). We see that the past best performing
models (GANs) require two orders of magnitude longer to perform inference. Some of the models require longer
than 512ms to process the input, meaning it cannot be integrated into a real-time system. TRAMBA sees the best
performance, while requiring an inference time that is on par with the smallest and fastest running models.
Power Consumption. The general trend in energy-efficient systems research is to perform computation as
close to the edge as possible (e.g., on the wearable or earable). The outputs in many detection, classification, and
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recognition tasks is much lower in dimension than the inputs (high resolution raw audio), which significantly
reduces the amount of data that needs to be transmitted. Conversely, in this work, we aim to produce high
resolution audio (16 kHz). Running the model directly on the wearable would require it to transmit full high
resolution audio to the mobile platform, meaning power consumption from wireless transmission cannot be
reduced. Moreover, current general purpose microcontrollers (MCU) and system-on-chip (SoC) platforms, that
are often used to implement earables and wearables, cannot support models larger than tens or hundreds of KB,
which limits the performance of models that can be incorporated [1, 2].

Sampling Rate. The left-most column in Figure 3 shows spectrogram plots of speech recorded from a microphone,
BCM, and accelerometer at 16kHz. We see that most of the higher frequencies above 2kHz for both the BCM and
accelerometer have extremely low energy. This suggests that we can aggressively reduce the sampling rate from
the ACCEL and BCM to reduce power consumption of sampling. If model inference and fine-tuning occurs on
the mobile platform, the wearable can also reduce the activity of its wireless radio and significantly improve
battery life. Moreover, a mobile platform like a smartphone typically has more compute and battery life than a
wearable, allowing us to leverage bigger and more powerful models.

However, audio super resolution works operate on audio sampled at the full sampling rate (e.g., 16 kHz), and
attempt to fill in higher frequencies [30]. Works that operate on lower sampling frequency inputs tend to low
pass filter before decimating the signal. This still requires sampling at a high data rate, which does not improve
power consumption on the sensing front. To achieve savings on both sampling and transmission fronts, we aim
for robust acoustic super resolution on signals that are directly sampled at a lower frequency rather than filtered
signals that have been decimated from higher sampling rates. The right three columns of Figure 3 shows the
difference between these two schemes when decimating to or sampling at 4kHz. Although the higher frequencies
are not as prevalent in vibration-based sensing modalities, aliasing still occurs. The filter + decimate scheme
removes aliasing, but is unrealistic in scenarios aiming to reduce power by directly sampling at a lower rate. We
show in Section 5.3 that TRAMBA handles aliasing better than other methods.

3.2 Deep Neural Network Architecture

Figure 4 shows our super resolution architecture. At a high level our architecture adopts a modified U-Net
architecture and incorporates self-attention in the downsampling contracting and expanding layers, as well as
Mamba in the narrow bottleneck layer, as shown in Figure 4.

Our architectural choices are motivated by the need to balance performance and efficiency in processing
time-series data. The U-Net structure allows for capturing both local and global features, while the incorporation
of transformer [54] and Mamba [16] enables better handling of long-range dependencies. The transformer’s
multi-head attention mechanism is designed to capture complex patterns in high-dimensional data. Residual
connections and normalization techniques help maintain stable gradient flow, preventing vanishing or exploding
gradients. Mamba introduces a selection mechanism that enables the model to prioritize relevant input, similar to
the attention mechanisms in transformers. This makes Mamba particularly well-suited for tasks involving audio
processing. Additionally, Mamba has been shown to achieve similar performance as transformers while requiring
only half the memory.

3.2.1 Preprocessing. TRAMBA processes 512ms windows of single-channel audio. An accelerometer measures
acceleration across three axes. To preprocess acceleration, we subtract the DC offset such that each axis is zero
mean. Then, we average the magnitudes of the three axes together to use as input.

3.22  Down-Sampling Block. Our model comprises a total of three downsampling blocks, each of which contains
a 1D convolutional layer that feeds into a layer of LeakyReLU activations, similar to other U-Net models. Each
downsampling block contains 2°*? convolutional filters and a stride of 4. The convolution kernel sizes of each
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downsampling block are 65, 17, and 7 respectively. Unlike previous works, we apply a novel conditioning layer
at the end of each block, called Scale-only Attention-based Feature-wise Linear Modulation (SAFiLM), which
we introduce next. The progressive increase in the number of filters allows the network to capture increasingly
complex features at each level of abstraction. The decreasing kernel sizes are chosen to gradually reduce the
receptive fleld, focusing on more localized features as we go deeper into the network.

3.2.3  Scale-only Attention-based Feature-wise Linear Modulation (SAFiLM). General purpose conditioning, which
aims to learn an affine transformation consisting of a scaling factor (y) and a shift () to apply on intermediate
layers in a neural network, has been shown to greatly improve the performance of many tasks. Feature-wise
Linear Modulation [46] is one of the most commonly used methods, which uses a recurrent neural network (RNN)
to learn these parameters. AFiLM [48] replaced the RNN with a transformer block, containing self-attention
that better captures long-range dependencies. The transformer’s multi-head attention mechanism enables it to
learn intricate characteristics of high dimensional input data, while the residual connections and normalization
strategies allow gradients to more easily propagate through the layers without vanishing or exploding, which
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facilitates faster training and better performance even with deeper architectures compared to traditional sequence
models like RNNs.

However, transformers are memory intensive. To reduce the memory footprint, SAFiILM (Figure 5) only learns
and applies the scaling factor, y, compared to AFiLM, which learns and applies both a scale and shift across
blocks. T and C are the total feature length and number of channels resulting from the 1D convolution. The initial
activations F, shaped as R, are segmented into B individual blocks. Each block is represented as Fyjo and
undergoes dimensionality reduction along its temporal axis via max pooling to form Foo1. Scaling for block b in
SAFILM is expressed as in Equation 1. The activations are then modulated as in Equation 2, where ¢ and c are the
feature and channel index resulting from the 1D convolution respectively.

y[b,:] = TransformerBlock(Fpo01[b; :]) (1)

SAFILM(FbIOCk [bs t’ C]) = Y[b’ C] X FblOCk [ba ta C] (2)

3.24 Bottleneck. Recently, state space sequence models (SSMs) [18], especially structured state space sequence
models (S4) [17], have shown state-of-art performance in a variety of tasks and modalities, including long
sequence time series. The Mamba model [16] builds on top of S4 by incorporating a selection mechanism that
allows the model to choose relevant information based on the input, which mimics attention mechanisms
found in transformers. This enhancement makes Mamba particularly adept at handling pattern-intensive tasks
like language processing. Moreover, Mamba matches the performance of transformers with at least two times
less memory. Motivated by these strengths, we decide to incorporate Mamba as our bottleneck rather than a
transformer.

Given the benefits of Mamba over transformer, it is natural to replace all transformer blocks (SAFILM) with
Mamba. The incorporation of Mamba in the bottleneck allows us to effectively process long sequences and
capture complex patterns while maintaining a low memory footprint. This choice contributes significantly to our
model’s performance across various metrics. However, we find that doing so often causes the gradients to vanish,
so we keep transformers in the downsampling and upsampling blocks. We plan to explore reasons and solutions
for this behavior in future work.

3.25 Up-Sampling Block. As with the downsampling blocks, our model also comprises three upsampling blocks,
each of which performs convolution, dropout, LeakyReLU, pixelshuffle, and SAFiLM. The upsampling block
preceding the final output only performs convolution and pixelshuffle.

We implement a one-dimensional version of [51], like in [27] for the pixelshuffle layer.

For pixelshuffle layer, we also implement a one-dimensional version of [51] like [27]. If the input of the
pixelshuffle layer is (Ciy, Tin) and the scaling factor is 4, the output is (Ciy + 4, Ty X 4). The three upsampling
blocks contain convolution filters of size 512, 256, and 4, with a stride of 4. The convolution kernel sizes of each
convolution layer are 7, 17, and 65, respectively. The upsampling blocks are designed to mirror the downsampling
blocks, gradually increasing the spatial resolution while decreasing the number of channels. This symmetry helps
in reconstructing the enhanced audio signal while preserving learned features from earlier stages of the network.

3.2.6 Residual Connection. Many U-Net architectures leverage a skip connection between respective downsample
and upsample layers that concatenates the outputs from both. We instead leverage a residual connection, which
adds the outputs from both. This allows gradients to more easily flow through layers, facilitating training, reducing
the risk of vanishing gradients, and enabling the optimization of deeper networks.
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3.3 Fine-tuning

As mentioned in Section 3.1, it is labor intensive to obtain large amounts of paired bone conduction data and
clean audio to train a robust model for vibration-based speech enhancement. Rather than take this approach,
we instead pre-train our model using the VCTK [61] speech dataset before fine-tuning with a small amount of
paired data collected from the user at box opening. This procedure is common in many Al voice generation
applications that typically require around 15 minutes of voice samples from the user [4]. To pre-train the model,
we downsample clean speech to use as input. During fine-tuning, the clean speech can be captured by the user’s
mobile phone, while the wearable records from the BCM or ACCEL simultaneously.

4 EVALUATION: PRE-TRAINING AUDIO SPEECH ENHANCEMENT AND SUPER RESOLUTION

First, we discuss the performance of TRAMBA in context of over-the-air speech super resolution. We compare
against several state-of-art audio super resolution methods, including four U-Net architectures and two GANs
(Section 4.2).

4.1 Training, Validation, Testing Procedure and Metrics

Dataset. For all methods, we trained, tested, and validated on the VCTK dataset [61], which contains a corpus of
spoken language comprising 109 native English speakers of various regional accents. Each speaker reads out
approximately 400 different sentences, totaling approximately 44 hours of data. We use audio from 100 individuals
for training and the remaining 9 individuals for testing.

Preprocessing and Training. For OTA speech enhancement, we downsample high resolution clean audio to
4kHz to use as input to learn high resolution 16kHz audio. Training data was divided into smaller segments with a
window size of 512ms and 50% overlap. For all other methods, we applied the preprocessing steps mentioned the
respective papers. We train TRAMBA for 30 epochs. After this time period, we notice that the training, testing,
and validation loss changes very little. We trained all other methods using their default training parameters
specified in their respective papers and code.

Loss Function. In our experiments, we found that using mean squared error (MSE) as the loss function generated
lower quality audio than mean absolute error (MAE). As such, we adopted MAE as our primary loss function.
However, leveraging MAE, or any type of sample-by-sample distance metric (e.g., MSE), does not necessarily
guarantee perceptual quality [40]. As such, we also incorporate multi-resolution STFT loss [62]. We leverage the
same multi-resolution STFT loss parameters as [10, 38]: FFT bins € {512, 1024, 2048}, hop lengths € {50, 120, 240},
and window sizes € {240, 600, 1200}. Our final loss is the sum between MAE and the mutli-resolution STFT loss.
Performance Metrics. The primary metrics we use to compare TRAMBA for this section and throughout the
rest of the paper are discussed next.

Signal to Noise Ratio (SNR): SNR is a ratio between the energy of a target signal and background noise, calculated
using the formula:

DES
SNR(x,y) = 1010 (—
R D EEE
x represents the magnitude spectrum of the original (high resolution) signal, and y denotes the magnitude
spectrum of the processed signal.
Perceptual Evaluation of Speech Quality (PESQ): In the context of audio super resolution, PESQ [50] serves as

an objective measurement to evaluate the quality of reconstructed high-resolution speech signals as perceived by
human listeners. This metric compares the generated audio against a high-quality reference, with scores typically
ranging from -0.5 to 4.5. A higher PESQ score indicates a closer distance to the original audio’s quality.

Proc. ACM Interact. Mob. Wearable Ubiquitous Technol., Vol. 8, No. 4, Article 205. Publication date: December 2024.



205:12 « Suietal.

Log-Spectral Distance (LSD): This metric measures the distance between the spectrum of the generated speech
and the clean speech on the log scale. The difference is measured between log spectra because human hearing
follows this scale [15]. Scores are calculated over all frequency bins, with lower values indicating a closer match
to the reference spectrum, as shown below.

1w |1 . 2
LSD(x,y) = T Z X Z (logX(t, k) —log X(t, k))

t=1 k=1

X(t, k) denotes the magnitude spectrum of the original signal at time frame  and frequency k. X (¢, k) represents
the magnitude spectrum of the super-resolved signal at the same time frame and frequency. T indicates the total
number of time frames, and K is the total number of frequency bins.

Short-Time Objective Intelligibility (STOI): STOI [53] compares the clarity and intelligibility of speech enhanced
from a lower to a higher resolution against a clean reference, with scores ranging from 0 to 1. A higher STOI
score, closer to 1, signifies better intelligibility, indicating that the enhanced speech is easier to understand.

4.2  Models Compared

We compare against six additional models. Four of the models are UNet [34] structures, while the remaining two
employ GAN [12] structures.

e TFiLM [5] is a UNet model that uses a recurrent neural network to alter the activations of the convolutional
layers in the standard U-Net.

e AFILM [48] replaces the RNNs in TFiLM with self-attention.

e TUNet [43] uses the Performer [9] achitecture as the bottleneck of the UNet model.

o ATS-UNet [30] is a lightweight UNet model that reduces the number of parameters in the convolutional
layers.

e EBEN [19] is a GAN for audio speech super resolution with a lightweight generator model.

o Aero [38] is a GAN that operates directly on the complex-valued frequency representation of audio. It
employs two independent channels to process amplitude and phase information, circumventing the Spectral
discontinuity and phase mismatch associated with high and low frequency splicing that are inherent to
traditional methods.

4.3 Performance Summary

Params (M) Siﬁog\ig) ;?Ifj;e(rr‘;:) SNR | PESQ | STOI | LSD
Raw Audio (4kHz) - - - 20.8635 | 1.8674 | 0.8195 | 2.8487
TFILM (4kHz— 16kHz) [5] 68.2 260.3 46423 | 13.7079 | 2.4349 | 0.8475 | 1.8667
AFILM (4kHz—>16kHz) [48] 134.7 513.9 55552 | 11.3508 | 2.4658 | 0.8689 | 1.8665
TUNet (4kHz— 16kHz) [43] 2.9 112 27550 | 22.3046 | 2.5783 | 0.9382 | 0.9429
ATS-UNet (4kHz—16kHz) [30] 0.1 0.5 34419 | 12.1807 | 1.5471 | 0.6695 | 1.5624
EBEN (4kHz— 16kHz) [19] 29.7 1133 | 242.1341 | 18.9196 | 2.5800 | 0.8912 | 1.0079
Aero (4kHz—s 16kHz) [38] 36.3 1387 | 10845392 | 22.5075 | 3.0136 | 0.9386 | 0.8102
TRAMBA (4kHz— 16kHz) 5.2 19.7 2.3309 | 23.2426 | 3.2344 | 0.9478 | 0.8271

Table 1. Summary of performance of TRAMBA compared to existing audio super resolution methods. Inference time is
measured on an NVIDIA L40 GPU processing one window of 512 ms.
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Fig. 6. Effects of the sampling rate on speech super resolution.

Table 1 summarizes the test performance across all methods. We see that although some methods did not show
improvements in SNR, they demonstrated significant improvements in audio quality in metrics such as PESQ,
STO]L, and LSD, reflecting that the upsampled audio showed better quality compared to the original low-frequency
audio. TRAMBA (highlighted) has the best performance across all metrics and sampling rates, while requiring
similar processing times and memory as U-Net models. The Aero GAN method slightly outperforms TRAMBA in
the LSD metric. LSD measures signal similarity more than perceptual quality and TRAMBA outperforms Aero in
all other perceptual and noise metrics (SNR, PESQ, STOI). This demonstrates the addition of transformers and
Mamba improved the modeling and generation of local speech formants than traditional U-Net architectures
and encoder-decoder architectures. This also demonstrates that transformer and Mamba-based architectures
can outperform state-of-art GANs with only a fraction of the memory and inference time. Both GANs require
significantly more time to perform inference on an L40 GPU. Aero requires more time than the length of the
window size it processes (1080ms vs. 512ms), meaning it cannot run in real-time. For these reasons, we compare
with the best performing U-Net architecture (TUNet) for the rest of this section.

4.4 Reducing Sampling Rate

Figure 6 shows the super resolution performance of TRAMBA to 16kHz as the sampling rate of the input signal
varies from 500Hz to 4kHz. Even as the sampling rate decreases down to 500Hz, TRAMBA outperforms TUNet.
Even if the sampling rate decreases down to 2kHz or 1kHz, TRAMBA achieves comparable performance to other
models at higher sampling rates.

4.5 Super Resolution Architecture Ablation Study

PESQ | STOI | LSD | Parameter | Train Time Per Epoch
Replace Mamba with Performer | 3.1208 | 0.9474 | 0.8042 6.5M 243.93s
Remove SAFILM 2.8056 | 0.9428 | 0.8268 2.6M 114.04s
TRAMBA 3.2344 | 0.9478 | 0.8271 5.2M 191.61s

Table 2. Ablation study.

Table 2 shows the results of our ablation study, which explores the impact of combining self-attention,
transformers, and Mamba on speech enhancement. Replacing Mamba in our bottleneck layer with Performer,
a variant of transformers, yielded similar performance metrics (PESQ, STOI, LSD). However, the training time
increased significantly from 191.61 seconds to 243.93 seconds per epoch and the number of parameters increased
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Fig. 7. Data collection setup, environments deployed, and wearable prototype.

to 6.5M. Mamba not only maintains performance but also significantly increases model training speed and reduces
the required number of model parameters.

Next, we removed attention (SAFiLM) from the contracting and expansion layers and observed that the training
time per epoch decreased by more than 50%. However, the LSD, STOI, and particulary PESQ dropped significantly.
This performance loss highlights the importance of transformers and self-attention in enabling models to learn
and generate complex patterns of speech. The results of our ablation study demonstrates the importance of both
self-attention and Mamba in creating a robust model for generating high quality speech, while being efficient in
time and memory footprint.

5 EVALUATION: FINETUNING FROM AUDIO SUPER RESOLUTION TO ACCEL AND BCM
SPEECH ENHANCEMENT

In this section, we discuss the performance of TRAMBA on enhancing speech captured by accelerometer readings
and bone conduction microphones on areas of the face where (future) wearables are commonly worn. As discussed
in Section 3.1 collecting ground truth pairs (ACCEL/BCM, audio) is extremely labor intensive. As such, we only
fine-tune our over-the-air audio speech super resolution model (Section 4) with a small amount of paired data
collected from an individual, which is similar in procedure to many existing Al voice generation applications [4].

5.1 Data Collection

We recruit 7 volunteers (4 males, 3 females) between 18-30 years old. All studies are approved by the Human
Research Protection Office and IRB at Columbia University. We collect data from each volunteer, placing the
ACCEL or BCM at each location marked in Figure 7a. At each location, we collect a total of approximately
20 minutes of data. We instruct each volunteer to read a set of sentences from an e-book on basic spoken
English [6]. We vary the amount of data used to fine-tune TRAMBA to analyze the effects of the quantity of data
on performance.

Figure 7c shows the glasses wearable we created to both collect data and deploy in various environments.
There is a holder for the ACCEL/BCM to collect inputs and a holder for an over-the-air microphone to capture
high resolution ground truth speech. For the BCM, we use the V2S200D voice vibration sensor [26] and the
[IM-42352 for the MEMS accelerometer [24].

5.2  Effects of Preprocessing: Downsampling

As discussed in Section 3.1, most works that develop super resolution methods for both over-the-air and vibration-
based speech sensing 1) still sample at the non-decimated sampling rate (e.g., 16kHz), or 2) perform low pass
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Fig. 9. Downsampling effects on performance.

filtering before subsampling. In both scenarios, aliasing is avoided or significantly reduced, but we cannot reduce
power consumption by sampling at a lower rate. As such, we directly 3) decimate speech signals, without any
filtering, for an accurate representation of a slower sampling rate.

Figure 8 and Figure 9 compare the performance of TRAMBA after downsampling from 16kHz to 4kHz with the
two downsampling approaches, 2) and 3). For method 2), we apply a low pass filter with a cut-off frequency of
2kHz before subsampling. We see that TRAMBA outperforms other methods across all metrics. Although there is
a drop in performance for TRAMBA if we remove filtering before decimation (3), TRAMBA still outperforms
most other methods even if the other methods filter before decimating (2). Additionally, the performance drop-off
is significantly steeper for other methods. For the rest of this section, we directly decimate audio signals, 3).

5.3 BCM and ACCEL-based Speech Enhancement

Table 3 summarizes the performance of TRAMBA for speech super resolution on BCMs and ACCELs, subsampled at
4kHz to 16kHz sampling rate that most works benchmark. The reported values represent the average performance
across all participants. Each model was fine-tuned for individual volunteers using 15 of data collected at Location
2 (Nasal Bone) as shown in Figure 7 until convergence. Compared to most other methods, TRAMBA achieved
the best performance while requiring orders of magnitude less fine-tuning (30-40 minutes vs. hours and days).
TUNet required only 5 minutes to converge but performed significantly lower across all other metrics.

Many of these models require hours to converge, which is impractical in more realistic scenarios. As such, we
explored how performance would be impacted by limiting the fine-tuning time to less than an hour. We chose
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BCM ACCEL
Method PESQ | STOI LSD Convergence Time PESQ | STOI LSD Convergence Time
TFiLM 2.5800 | 0.9117 | 1.3737 | 674min (1643epoch) 1.8565 | 0.9146 | 1.5197 | 1219min (2971epoch)
AFiLM 2.5112 | 0.9012 | 1.4832 129min (272epoch) 1.7593 | 0.8767 | 1.6788 | 1082min (2281epoch)
TUNet 1.9195 | 0.8701 | 1.1220 5min (113epoch) 1.6337 | 0.8366 | 1.4649 4min (90epoch)
ATS-UNet | 1.4387 | 0.7424 | 1.5321 | 472min (2194epoch) 1.4877 | 0.8019 | 1.4535 | 608min (2826epoch)
Aero 2.6762 | 0.9036 | 0.8987 | 1370min (2768epoch) || 2.0934 | 0.9086 | 1.0727 | 1400min (2828epoch)
TRAMBA | 2.7273 | 0.9221 | 0.9329 | 34min (1291epoch) || 2.1365 | 0.9159 | 1.0326 | 43min (1633epoch)
Table 3. Performance summary of speech enhancement from 4kHz to 16kHz. Models were fine-tuned using 15 minutes of
data collected at Location 2 (Nasal Bone) until convergence. Models were fine-tuned on an NVIDIA L40 GPU.

BCM ACCEL

Method | Fine-tuning Time Per Epoch | PESQ | STOI LSD WER PESQ | STOI LSD WER
TFiLM 24.62s 2.1390 | 0.8769 | 1.3342 | 8.73% || 1.6577 | 0.8486 | 1.4760 | 12.89%
AFiLM 28.45s 2.2618 | 0.8784 | 1.4657 | 6.48% | 1.6220 | 0.8422 | 1.7090 | 15.66%
TUNet 2.65s 1.9195 | 0.8701 | 1.1220 | 6.21% || 1.6337 | 0.8366 | 1.4649 | 13.29%
ATS-UNet 12.91s 1.4155 | 0.7398 | 1.5370 | 29.86% || 1.2981 | 0.6356 | 1.5979 | 71.80%
Aero 29.70s 2.6669 | 0.9072 | 0.8917 | 4.48% | 2.0172 | 0.8993 | 1.1009 | 14.04%
TRAMBA 1.58s 2.7273 | 0.9221 | 0.9329 | 2.65% || 2.1365 | 0.9159 | 1.0326 | 7.76%

Table 4. Performance summary of speech enhancement from 4kHz to 16kHz. Models were fine-tuned using 15 minutes of
data collected at Location 2 (Nasal Bone) for 52 minutes. Models were fine-tuned on an NVIDIA L40 GPU.

to fine-tune each model for 52 minutes because this was the time needed to train TRAMBA for 2000 epochs,
significantly past the point of convergence. Table 4 summarizes these results. By limiting the fine-tuning time,
we see that the performance difference between TRAMBA and existing methods only grows across all metrics.

One additional metric we compare is the word error rate (WER), which is the ratio between the number of
incorrect words perceived and the total number of spoken words. To compute this metric, we input all generated
speech signals into Whisper [47], a state-of-the-art automatic speech recognition (ASR) model and compare with
ground truth transcript.

Compared to the larger GAN and U-Net methods, TRAMBA requires only a fraction of the time to fine-tune
(1.6 seconds vs 30 seconds per epoch). Figure 10 visualizes the BCM and accelerometer reconstruction result of
one speech segment compared to the best performing GAN (Aero) and U-Net (TUNet). Both TRAMBA and Aero
clearly generate higher quality results than TUNet. TRAMBA rectifies aliased speech better than the GAN, as
evidenced at the end of the segment. The formants in the original clean speech stays level or trends upwards.
However, the BCM and ACCEL are both aliased when sampled at 4kHz. Aero reconstructs the end of the segment
with the formants trending downward in the higher frequencies due to aliasing. However, TRAMBA reconstructs
speech much more closely to the original speech pattern.

Next, we explore how TRAMBA performs depending on sensor placement, across different volunteers, and
availability of labeled data. For the rest of the section, we compare TRAMBA against method TUNet, as it was the
second best performing method overall outside of the GANs. While the GAN architectures generally outperformed
the U-Net architectures, they take orders of magnitude longer to train, fine-tune, and perform inference, making
them impractical to deploy.
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Fig. 10. Visualizing reconstructed audio from ACCEL and BCM after finetuning BCM/ACCEL + audio data pairs. The
BCM/ACCEL is placed at location 2 (Nasal Bone). (b) and (c) show no energy at frequencies higher than 2kHz because the
BCM and ACCEL were sampled at 4kHz.
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Fig. 11. Performance of BCM/ACCEL speech enhancement at different locations.
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Fig. 12. Performance of BCM/ACCEL speech enhancement breakdown by individuals.

5.3.1

BCM and ACCEL Placement. Figure 11 illustrates the performance breakdown of TRAMBA by BCM and

ACCEL placement location. TRAMBA has consistent and better performance across all common and practical
locations for a BCM or ACCEL.

5.3.2  Breakdown Across Individuals. Figure 12 shows the performance of TRAMBA broken down by each
volunteer. The BCM and ACCEL was placed at location 2 (Nasal Bone). Again, TRAMBA consistently yielded the
best performance metrics across all participants. One interesting trend among all methods is that performance
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Fig. 13. Performance of BCM/ACCEL speech enhancement varying the amount of data available to fine-tune.

is lower among females than males. We suspect that this is due to their higher frequency voices experiencing
greater attenuation through bone and skin. In future work, we plan to explore causes an solutions in more depth.

5.3.3 Data Availability. Figure 13 varies the amount of data we collect from an individual. TRAMBA outperforms
all other methods with all fine-tuning dataset size. With only 2 minutes of data, TRAMBA outperforms TUNet
across all metrics even if TUNet was fine-tuned with 15 minutes of data collected from the user.

5.3.4 Fine-tuning Time. Figure 14 varies the number of epochs used for fine-tuning up to 2000 epochs, which
corresponded to 52 minutes of training TRAMBA. We compare TRAMBA to all other methods trained for the
same amount of time. Again, TRAMBA outperforms TUNet at all training times. With only 2.6 minutes (100
epochs) of training, TRAMBA outperforms TUNet trained for 52 minutes across all metrics, except for PESQ,
which is only slightly lower.

5.3.5 Sampling Rate. Figure 15 varies the starting sampling rate to perform super resolution to 16kHz. TRAMBA
outperforms TUNet across all starting sampling rates. We observe that TRAMBA achieves acceptable speech
quality when upsampling from around 2kHz or higher for both BCM and accelerometer. TUNet only achieves
similar performance as TRAMBA when the sampling rate is at least double, meaning TRAMBA can enhance and
generate higher quality and resolution speech with less information, sampling, and transmission bandwidth.

5.3.6 Unseen Individuals and the Need for Fine-tuning. For completeness, we explore the need for fine-tuning by
looking at two cases: (i) directly applying the model pre-trained on audio speech (Section 4) and (ii) creating a
model for BCM and accelerometer speech that is generalizable to unseen individuals.

(i) Applying audio speech pre-trained model to BCM and ACCEL. Table 5 shows the performance of the
direct application of TRAMBA that is only pre-trained on downsampled audio speech (Section 4) to enhancing
BCM and accelerometer speech. PESQ and STOI see very low values, suggesting that training TRAMBA using
only OTA audio is not sufficient.

Proc. ACM Interact. Mob. Wearable Ubiquitous Technol., Vol. 8, No. 4, Article 205. Publication date: December 2024.



205:20 < Suietal.

BCM @z TRAMBA —— TUNet (52min) --- TFIiLM (52min) AFILM (52min)

Larger isv Better

11l

Larger is'Better

w47

Smaller is Better,

2k
(52min)

100 200 300 500 1k
(2.6min) (5.2min) (7.9min) (13.1min) (26min) (52min)

Fine Tuning Epochs (Time)
—-— AFILM (52min)

100 200 300 500 1k 2k
(2.6min) (5.2min) (7.9min) (13.1min) (26min) (52min)

Fine Tuning Epochs (Time)
ACCEL ===

Larger is Betts
1

100 200 300 500 1k
(2.6min) (5.2min) (7.9min) (13.1min) (26min)

Fine Tuning Epochs (Time)
TUNet (52min) ==~ TFiLM (52min)

TRAMBA

100 200 300 500
(2.6min) (5.2min) (7.9min) (13.1min) (26min) ~(52min)

Fine Tuning Epochs (Time)

100 200 300 500 1k 2k
(2.6min) (5.2min) (7.9min) (13.1min) (26min) (52min)

Fine Tuning Epochs (Time)

100 200 300 500 1k 2k
(2.6min) (5.2min) (7.9min) (13.1min) (26min) (52min)

Fine Tuning Epochs (Time)

Fig. 14. Performance of BCM/ACCEL speech enhancement varying the number of epochs used to fine-tune.
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Fig. 15. Performance of speech enhancement, varying the the input sampling rate.

(ii) Creating a generalizable model. Going one step further, we attempt to create a generalizable model by
fine-tuning TRAMBA with as big of a dataset as possible. Table 6 compares TRAMBA with baseline models
after training the models with most of our volunteers (6 volunteers) and testing on the unseen (1 volunteer). All
methods see equally poor performance, suggesting the need for more data from more individuals to create a
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PESQ [ STOI | LSD | WER [ PESQ | STOI | LSD | WER
BCM - TRAMBA BCM - TUNet
(i) Pre-train on audio only 1.0859 | 0.6515 | 1.8639 | 65.51% || 1.1141 | 0.6223 | 2.2536 | 74.57%
(ii) Creating generalizable model | 1.1614 | 0.7544 | 1.1713 | 34.67% || 1.1130 | 0.7239 | 1.3392 | 44.52%
(iii) Fine-tuning to the individual | 2.7273 | 0.9221 | 0.9329 | 2.65% || 1.9195 | 0.8701 | 1.1220 | 6.21%
ACC - TRAMBA ACC - TUNet
(i) Pre-train on audio only 1.1893 | 0.7095 | 2.1775 | 33.33% || 1.1590 | 0.6714 | 2.1154 | 18.69%
(ii) Creating generalizable model | 1.2926 | 0.7709 | 1.3226 | 37.50% || 1.3073 | 0.7515 | 1.7991 | 38.92%
(iii) Fine-tuning to the individual | 2.1365 | 0.9195 | 1.0326 | 7.76% || 1.6337 | 0.8366 | 1.4649 | 13.29%

Table 5. Performance with fine-tuning and without fine-tuning.

BCM ACCEL
Method PESQ | STOI LSD WER PESQ | STOI LSD WER
TFiLM 1.0827 | 0.6875 | 1.5167 | 73.36% || 1.3512 | 0.7378 | 1.9940 | 34.31%
AFILM 1.0979 | 0.6903 | 1.5710 | 72.99% || 1.2900 | 0.7433 | 1.9806 | 39.73%
TUNet 1.1130 | 0.7239 | 1.3392 | 44.52% || 1.3073 | 0.7515 | 1.7991 | 38.92%
ATS-UNet | 1.0967 | 0.5717 | 2.1571 | 81.15% || 1.1371 | 0.6583 | 1.7805 | 76.52%
Aero 1.1557 | 0.7084 | 1.2218 | 54.42% || 1.1944 | 0.7661 | 1.4720 | 23.45%
TRAMBA | 1.1614 | 0.7544 | 1.1713 | 34.67% || 1.2926 | 0.7709 | 1.3226 | 37.50%
Table 6. Performance of BCM/ACCEL speech enhancement on unseen individuals after training with 6 volunteers and
testing on an unseen volunteer. The poor performance across all methods suggests that creating a generalizable model with
a limited amount of data, due in part to the labor intensive data collection process, is not feasible. Rather, fine-tuning to
specific users is currently more practical.

A
C—)
9) (¢ = -:))) =
000
P = [T = 223
‘TRAMBA| O O O
<
. )
Mobile-TRAMBA Use or Fine-tune Enhanced Audio

Smart Glass TRAMBA Output

Fig. 16. Architecture of the mobile and wearable platform (mobile-TRAMBA) that leverages TRAMBA to enhance vibration-
based speech.

general model. Table 5 further highlights the disparity in performance between simply pre-training on audio (i),
attempting to create a generalizable model (ii), and fine-tuning to the individual (iii). Until tools and platforms
exist for collecting large amounts of paired audio and vibration data, creating and incorporating a general model
is not practically feasible.

6 SYSTEM DESIGN AND IMPLEMENTATION WITH TRAMBA

We incorporate TRAMBA into a vibration-based mobile and wearable system, which we call mobile-TRAMBA
for the rest of the paper, shown in Figure 16. Audio is sampled by the head-worn wearable that is transmitted via
Bluetooth Low Energy to the smartphone platform or computer, depending on which device the user is currently
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Method Cafeteria (SNR: -0.355 dB) | Loud Music (SNR: -3.742 dB) | Construction Site (SNR: -10.458 dB)
Raw Audio 15.85% 45.12% 86.59%
Conv-TasNet [37] 79.88% 20.12% 85.37%
DCUNet [8] 17.07% 83.54% 86.59%
TRAMBA- BCM 7.93% 6.10% 14.63%
TRAMBA- ACCEL 4.27% 16.46% 10.37%

Table 7. Word error rate in different environments.

using. The smartphone or computer takes incoming data and runs TRAMBA. To implement TRAMBA on a
smartphone, we convert our PyTorch model to a TensorFlow Lite (tflite) model by converting to an ONNX model
and a standard TensorFlow model as intermediate steps.

Wearable Platform: The wearable prototype we built uses the Seeed Studio XIAO nRF52840 platform, which
contains a Nordic nRF52840 Bluetooth Low Energy (BLE) SoC, to transmit speech that is sensed from from an
accelerometer or a BCM to the smartphone. For our user studies, we built a case for the wearable such that the
accelerometer or BCM is situated on the bridge of the nose, which could be possible if the ACCEL or BCM is placed
in the nose pads of a glasses wearable, as demonstrated here [41]. We chose location 2 (Nasal Bone) as shown in
Figure 7 for our user studies and end-to-end evaluation because we saw the most consistent performance for
both the BCM and ACCEL across all methods at this location. However we believe this platform can be adapted
to a multitude of locations, as evidenced in Section 5.

Fine-tuning: The first time a user puts on the wearable, they collect up to 15 minutes of their own voice for fine-
tuning. The fine-tuning process collects paired OTA speech and vibration-based speech from the smartphone’s
microphone and the BCM or accelerometer on the wearable. For the computer version of mobile-TRAMBA, the
fine-tuning occurs directly onboard. The computer we used has access to an NVIDIA L40 GPU [45]. Tools for
fine-tuning deep learning models on a mobile phone are currently extremely limited. As such, for the smartphone
version of mobile-TRAMBA, we transmit the paired data to our GPU-equipped computer to fine-tune and update
the model. Once the model is fine-tuned, it is transmitted back to the smartphone, where inference occurs locally.
In future work, we plan to explore methods for fine-tuning on-device.

7 END-TO-END EVALUATION

Our recruited volunteers (Section 5.1) fine-tuned the mobile-TRAMBA system with 15 minutes of their own
voice before reciting 8 minutes of passages from [6] across various environments with unique noise profiles at
different walking speeds. We compare the performance of TRAMBA against over-the-air systems. Namely, we
compare against DCUNet [8], a deep learning model for speech denoising, and Conv-TasNet [37], a sound source
separation deep neural network that extracts speech from OTA audio and the backbone of the ClearBuds earable
platform [7] that leverages deep learning to denoise and enhance OTA speech.

The primary quantitative metric we use for comparison is the word error rate (WER) because it is not possible
to obtain ground truth clean speech in naturally noisy environments. However, if speech is properly enhanced by
significantly attenuating ambient noises and/or sufficiently generating the higher frequency formants of speech,
then a speech-to-text model should naturally translate a larger portion of words correctly. All WER metrics were
computed after performing super resolution on BCM or ACCEL sampled speech from 4kHz to 16kHz.

7.1 Performance in Different Environments

We recorded 12 total minutes of data across all modalities (BCM, ACCEL, OTA) in various environments shown
in Figure 7b. The environments we chose had varying types and levels of background noise. Table 7 compares
the WER between TRAMBA, raw audio, and denoising over-the-air signals. There was almost no background
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Fig. 17. Spectrogram of ACCEL and BCM while user is moving. There is only a small amount of energy in the extreme low
frequencies, well below the lowest frequencies of speech (Typically around 100Hz). This means, movement has little to no
effect on performance if a high pass filter is applied (Table 8).

noise in the office setting, yielding a WER of almost 0 across all methods, so we leave out this column. As the
noise level increases in the different environments, the WER increases steadily when no processing is performed.
Additionally, applying denoising and sound source separation on OTA signals does not always yield a lower
WER due to distortions that such models commonly introduce when removing noise [3]. On the other hand,
TRAMBA sees much higher and consistent performance across all noise settings, even when the noise is 10
orders of magnitude louder. Bone conduction and vibration-based sensing modalities are naturally not sensitive
to ambient noises, unlike OTA microphones.

7.2 Movement

Figure 17 shows the spectrogram of signals collected by the BCM and ACCEL while the user is walking. In this
scenario, high energy frequencies appear in the single Hz range or lower, even when the user is running and
moving faster, which is significantly lower than the typical lowest frequencies of human voice (approximately
100 Hz). This suggests that applying a high pass filter would be sufficient to remove the effects of movement
from speech, as shown in Table 8. Here, we applied a first order Butterworth filter with a 10Hz cut-off frequency.
Performance across all metrics remain similar when the user is moving.
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PESQ | STOI | LSD || PESQ | STOI | LSD
BCM - TRAMBA BCM - TUNet
Standing Still | 1.8063 | 0.8114 | 1.0814 || 1.5064 | 0.7772 | 1.1403
Walking - 1.2 m/s | 1.7639 | 0.8031 | 1.0801 || 1.4956 | 0.7665 | 1.1511
ACC - TRAMBA ACC - TRAMBA
Standing Still | 1.8300 | 0.8480 | 1.2461 || 1.7077 | 0.8044 | 1.4213
Walking - 1.2 m/s | 1.7390 | 0.8413 | 1.2722 || 1.6888 | 0.8021 | 1.4323

Table 8. Performance under movement.

Data Rate | Power Consumption
TRAMBA- 500 Hz 8 kbps 249 mW
TRAMBA- 1 kHz 16 kbps 2.58 mW
TRAMBA- 2 kHz 32 kbps 2.75 mW
TRAMBA- 4 kHz 64 kbps 3.21 mW
TRAMBA- 8 kHz 128 kbps 4.09 mW
No processing (16 kHz) | 256 kbps 6.48 mW

Table 9. Total power consumption of TRAMBA’s wearable, while sampling and streaming BCM/ACCEL data at different
frequencies to the smartphone. Sampling at 4kHz more than halves the power consumption from sampling and transmitting
at full resolution (16kHz).

Device iPhone 15 Pro | iPhone 14 Pro | iPhone 13 Pro | iPhone 12
Inference Time (ms) 19.584 20.343 22.992 27.931

Table 10. Inference time (latency) on various phone models. TRAMBA processes windows of 512ms at a time and can perform
inference in real-time on most modern smartphones.

7.3 Power and Latency

Table 9 shows the power consumption of sampling and transmitting data from the wearable to the smartphone
platform at different sampling rates. Performing speech enhancement with TRAMBA on 4kHz signals us to sample
and transmit 75% less data than sampling high resolution, 16kHz, OTA speech and reduce power consumption
by more than 50%. We achieve even more aggressive savings if the resolution is further decreased.

Table 10 shows the average inference time for one window (512ms) on various smartphones. On all tested
devices, the inference time is less than 30ms. Since we process 512ms windows, TRAMBA can perform speech
enhancement on many modern smartphones in real-time.

7.4 User Study

To evaluate the sound quality in the noisy environments, we asked our recruited volunteers to rate the enhanced
audio on a 5 point Likert scale [25], where a score of 1 is very poor and 5 is very high quality. Figure 18 shows these
results across all environments compared to raw audio and OTA source separation methods. The over-the-air
methods were perceived to have higher quality in the office environment because were no loud ambient noises
interfering with speech. However, environments B, C, D contained increasingly louder ambient backgrounds.
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Fig. 18. Perceived quality evaluated by users. Higher number denotes better audio quality.

We see that the perceived quality of TRAMBA remained fairly constant in all scenarios, demonstrating its lack
of sensitivity to ambient noises. However, the quality of speech generated by over-the-air methods drastically
decreases, as ambient noise overpowers OTA speech.

One interesting observation is that our participants consistently scored ACCEL higher than BCM. While BCMs
are less sensitive to external noises than OTA microphones, our participants still reported the presence of external
non-speech sound sources in particularly noisy scenarios, degrading the quality of the output. While ACCELs
are less sensitive to bone-conduction voice, they are also even less sensitive than BCMs to external noises. Our
participants did not report hearing external sound sources on the ACCEL recordings, which contributed to the
higher perception scores. Since our work focuses more on enhancing speech components rather than removing
external sound sources, we leave this problem to future work.

8 DISCUSSION

We have demonstrated TRAMBA, a novel hybrid transformer and Mamba-based architecture for speech super
resolution that outperforms existing state-of-art speech enhancement methods across multiple acoustic modalities
(over-the-air, bone-conduction microphones, and accelerometers). Through integrating and deploying TRAMBA
into real systems and environments, we show that TRAMBA enables practical deployment of acoustic in mobile
and wearable platforms by surpassing the performance gap with a memory footprint that is orders of magnitude
less than the state-of-art, reducing reliance on paired data that is labor-intensive to collect by pre-training on
easily obtainable downsampled clean speech audio, and leveraging the reduced data rate required to lower power
consumption and improve battery life. While our results show great promise, there are several lines of future
work that we believe will further strengthen the practical adoption of acoustic speech enhancement in mobile
and wearable platforms.

On-Device Fine-tuning. In this work, we did not fine-tune TRAMBA directly on the smartphone due to a lack
of frameworks that allow developers to fine-tune directly on the phone. We plan to explore efficient on-device
fine-tuning and create open-source, easy-to-use tools to enable developers, engineers, and the greater community
to fine-tune large deep learning models on smartphone and other edge platforms.

Generalizability. While fine-tuning the pre-trained model with the acoustic modality of choice at box opening
allows us to adapt TRAMBA to a specific user, generalizing the model to unseen individuals without fine-tuning
is still unsolved. We plan to build upon the open-source platforms and techniques created in this work to further
reduce the barrier for collecting paired vibration and OTA data. In doing so, we hope to enable community-
driven activity that will increase the amount of publicly available data needed to train and create generalizable
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vibration-based speech enhancement models. Moreover, we observed a degradation in performance in females
compared to males, which we hypothesize is due to their naturally higher pitched voices experiencing more
severe attenuation through skin and bone. In future work, we plan to explore causes and solutions in more depth.
Security and Privacy. In this work, we transmit sensitive speech signals between multiple devices. In future
work, we plan to explore privacy-aware transmission schemes that would enable safe and reliable communication
of sensitive speech between multiple devices. Moreover, we plan to explore other methods of data reduction,
beyond sampling at a lower rate (e.g., compression and learning latent embeddings), that would maintain or
further reduce power consumption while improving privacy guarantees.

9 CONCLUSION

We present TRAMBA, a novel hybrid transformer and Mamba-based architecture for speech super resolution and
enhancement for mobile and wearable platforms. One of the biggest challenges in creating speech enhancement
methods for vibration-based sensing modalities is the lack of publicly available datasets arising from the labor-
intensive data collection process required. To overcome this challenge, we pre-train TRAMBA on widely available,
downsampled, clean speech audio before fine-tuning on a small amount of data collected from the user upon a
one-time initial setup. We demonstrate that TRAMBA outperforms existing state-of-art speech super resolution
methods across multiple acoustic modalities (over-the-air, BCM, and accelerometer) with a memory footprint of
only 19.7 MBs, compared to GANs that require at least hundreds of MBs or more. We integrate TRAMBA into a
real mobile and head-worn wearable system and show, through real deployments and user studies, that TRAMBA
can generate higher quality speech, in noisy environments, compared to systems that denoise audio collected by
microphones that often hear ambient background noises. On the systems side we demonstrate that TRAMBA can
improve the battery life of wearable systems, by up to 160%, by reducing the resolution of audio that needs to be
sampled and transmitted. TRAMBA is a critical step towards practical integration of speech enhancement into
mobile and wearable platforms.
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