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Imagine AI that can truly help us in the physical world

2 | Introduction



Restricted by fixed sensors and static deployment locations

3 | Introduction

But today's AI can’t adapt to dynamic physical tasks



Yann LeCun: “Daphne Koller and I talk about the saturation of LLM 
performance, the exhaustion of text data, and the necessity of using 

sensory data to get AI systems to understand the world.”

Restricted by fixed sensors and static deployment locations

Fixed Configuration

 Coverage Gaps

 Physical Interactions
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But today's AI can’t adapt to dynamic physical tasks



Creating AI That Can Sense, Move and Act in Our World

Reconfigurable Drone 
Platform

5 | System Overview

Foundation Model Pipeline



Building AI’s Physical Presence 

6 | Building a Reconfigurable Drone Sensing Platform



Building AI’s Physical Presence
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Reconfigurability Breaks Down to 3 Layers
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Mechanical Layer

Physical Swapping

9 | Physically Swapping the Modules
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Mechanical Layer

Ender-3 Open-Source 3D Printer
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Mechanical Layer
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Mechanical Layer
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Sensors

Module 
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Mechanical Layer
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Mechanical Layer

Laser

Photoresistor

Stepper Motor
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Connection Layer

Maintains Connection
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Physical Connection and Transportation

On the Drone

Drone
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Physical Connection and Transportation

On the DroneSensor Module
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Physical Connection and Transportation

Sensor Module Designed Sensor 
Modules
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Physical Connection and Transportation
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Physical Connection and Transportation

Sensor Module

Module Frame

Force Simulation
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Electrical Connection

Weak
Magnets

On the Drone

Sensor Module
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Electrical Connection

Unified Connector Interface

24 spring loaded pins
❖ I2C

❖ SPI
❖ Analog

❖ UART
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On the Drone



Software Layer

23 | Software Stack
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Software Layer – Sensor Data Access

On the DroneSensor Module
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Raspberry Pi
Zero 2W

Edge Computer



Software Layer – Sensor Data Access

On the DroneSensor Module
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Raspberry Pi
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Edge Computer



Sensor Swapping Process
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Building the Intelligence

To create a fully autonomous drone system from simple user command

User
Instruction

fly to (x, y),
measure X,
actuate X,
fly to ...

Drone
Commands

Drone
Control

Data Analysis
And Decision

Autonomous
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Users may ask…

Where is the warmest to sit?

Is the stove still on?

Monitor for grandpa falling

Bring snack to my pet
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Task Comprehension

An LLM would understand what this sentence means, but it is 
missing the actual knowledge of the environment

Example: where is the warmest to sit?

29 | Understanding the Task in the Context



Scene Understanding

• Sensor input (in many cases, camera)
• Autonomous way to understand elements of the scene
• Vision language model (VLM) enables text + image interpretation

Example: where is the warmest to sit?
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Task Comprehension + Scene Understanding
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•               is a top-down view taken 
from the camera installed on the 
ceiling.

• I would like to know {Where is the 
warmest place to sit?}, and which 
type of sensor should I use to 
better assist this task? I have {list 
of sensors} available.

• Your response should only be:
• Reason: (reason for determine the 

object and sensor)
• Target: (the object of interest)
• Payload: (sensor or payload to carry)"

Where is the 
warmest 
place to sit?

Bird-eye 
Camera 
Snapshot

InputA Formulate PromptB
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Reason: The warmest place to sit can be determined by measuring the temperature at the various 
seating areas within the lab. These seating areas are influenced by heat generated from nearby electronic 
equipment, airflow from vents, and possibly direct sunlight or lighting. By focusing on these seating areas, 
we can obtain a clear picture of the temperature variations and identify the warmest spot.
Target: Chairs
Payload: Temperature sensor

VLM OutputC
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“Chain-of-thought” for better reasoning



VLM OutputC

Target: Chairs
Payload: Temperature sensor
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VLM OutputC

Target: Chairs
Payload: Temperature sensor
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Open-set Object Detection Model

Input: Description of Object

Output: Bounding Boxes of the Objects



VLM Output

Task Comprehension + Scene Understanding
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Automatic Payload Installation
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Task Execution
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Data Analysis & Decision Making
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Input Data
1.csv
2.csv
3.csv
4.csv

Prompt
• This data is from {temperature sensor } measured by a drone tasked {find warmest place to sit }.
• The N.csv is taken while the drone is hovering above location X. The csv file contains …
• First perform EDA to understand the data, then perform necessary preprocessing.
• Only answer in the following format

{“answer”: the location ID, “explanation_to_user”: “XX”, “analyze_process”: “XX”}
In the explanation to user, try to add some numbers from your analysis.

40 | Analyzing Sensor Data and Making Decisions

Data Analysis & Decision Making



41 | Analyzing Sensor Data and Making Decisions

Data Analysis & Decision Making



42 | Analyzing Sensor Data and Making Decisions

Data Analysis & Decision Making



43 | End-to-end Pipeline



Evaluation

44 | Building the Foundation Model Agent

FlexiFly



FlexiFly connects foundation models with the physical world 
using reconfigurable drone agents

45 | Conclusion



Backup Slides



Drone Landing



Motivation: Zoom In



Example
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Example
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Evaluations: Reconfigurable Drone

Offset Distance

Orientation
Error

Swap Success Rate

Landing Accuracy 
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Classifying User Instructions

Object / Location Identification
• Where is warmest to sit?
• Where is my phone?

State of something
• Is the stove still on?
• Did I turn off the faucet?

Surveillance
• Monitor my chemical experiment for spills
• Watch out my cooking food in the wok

Aerial Actuation
• Bring snack to my pet
• Put some rat poison next to the cabinet

52 | Building the Foundation Model Agent
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